Population responses in primary auditory cortex simultaneously represent the temporal envelope and periodicity features in natural speech
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ABSTRACT

Speech perception relies on a listener’s ability to simultaneously resolve multiple temporal features in the speech signal. Little is known regarding neural mechanisms that enable the simultaneous coding of concurrent temporal features in speech. Here we show that two categories of temporal features in speech, the low-frequency speech envelope and periodicity cues, are processed by distinct neural mechanisms within the same population of cortical neurons. We measured population activity in primary auditory cortex of anesthetized guinea pig in response to three variants of a naturally produced sentence. Results show that the envelope of population responses closely tracks the speech envelope, and this cortical activity more closely reflects wider bandwidths of the speech envelope compared to narrow bands. Additionally, neuronal populations represent the fundamental frequency of speech robustly with phase-locked responses. Importantly, these two temporal features of speech are simultaneously observed within neuronal ensembles in auditory cortex in response to clear, conversation, and compressed speech exemplars. Results show that auditory cortical neurons are adept at simultaneously resolving multiple temporal features in extended speech sentences using discrete coding mechanisms.

© 2017 Elsevier B.V. All rights reserved.

1. Introduction

Speech perception depends critically on temporal features of the speech signal. Rosen presented a framework for these temporal features that segregated the speech signal into three frequency ranges: the low-frequency speech envelope (2–50 Hz), periodicity cues (50–500 Hz), and the temporal fine structure (600–10,000 Hz) (Rosen, 1992). The low-frequency envelope is dominated by the syllable rate of speech and is sufficient for speech perception in quiet listening conditions (Shannon et al., 1995). Periodicity cues include the representation of the fundamental frequency (fo) of the speaker’s voice and convey prosodic information (Vaissiere, 2005) and, in the case of tonal languages, lexical information. The temporal fine-structure provides information about the spectrum and formant structure of speech sounds.

Our understanding of how the human central auditory system processes temporal features in speech has been facilitated by neurophysiological studies that have examined central auditory coding of specific, rudimentary acoustic features present in speech sounds (Cunningham et al., 2002; King et al., 1999; Kubanek et al., 2013; McGee et al., 1996; Nourski et al., 2009; Steinschneider et al., 1980, 1990, 1995, 1999, 2003; Warrier et al., 2011; White-Schwoch et al., 2016). This approach is based on the rationale that the speech signal is sufficiently complex to necessitate its decomposition into constituent components to describe neural mechanisms underlying each individual temporal feature. While this rationale is appealing from an experimental perspective, allowing maximum control of each temporal feature, it inherently obscures an understanding of a key element of speech processing in the auditory system: the simultaneous processing of multiple temporal features in speech. Specifically, what neural mechanisms enable the
distinct temporal cues in speech are represented. Our primary hypothesis is that isolated constituent parts. Little is known regarding the simultaneous representation of concurrent temporal features in speech. The overarching goal of the current study is to investigate near-field cortical representations of the speech envelope and periodicity cues in response to naturally produced speech sentence stimuli in which these two temporal features occur simultaneously. Our primary hypothesis is that distinct temporal cues in speech are reflected by distinct neural codes in primary auditory cortex. Specifically, we hypothesize that low frequency temporal information in near-field auditory cortical activity in response to speech sentences will track the speech envelope, while, simultaneously, higher frequency components of cortical responses will track periodicity cues in speech. Below, we highlight the literature describing near-field cortical processing of speech envelope and periodicity cues in speech as well as open questions pertaining to these representations.

1.1. Auditory cortical processing of the speech envelope

Auditory cortical tracking of speech envelope cues, the first category of temporal features of speech described by Rosen (1992), has previously been explored in human participants; these studies have identified several features of temporal envelope representation in near-field measures of auditory cortex (Kubanek et al., 2013; Nourski et al., 2009). For example, an electrocorticography (ECoG) study in humans undergoing neurosurgical procedures showed that activity from belt areas of auditory cortex tracks the speech envelope with a high degree of fidelity (Kubanek et al., 2013). Another ECoG study in humans showed that speech envelope tracking in core auditory cortical regions using time-compressed sentences corresponded with speech comprehension abilities in those individuals (Nourski et al., 2009), consistent with results from non-invasive methods (Ahissar et al., 2001). The strength of these studies is that they described gross auditory cortical response properties in awake human participants and their relationship to perception, however they have not examined a number of specific questions regarding speech envelope tracking. For example, computing the speech envelope requires setting a number of parameters that can impact correlations with cortical activity. A key parameter is the bandwidth of the speech signal from which the temporal envelope is extracted. This is an important parameter because temporal properties extracted from narrow bands of speech can be considerably different between bands, and different relative to the broadband envelope, and it is unknown whether localized cortical activity more closely tracks temporal features from narrow or broad bands of the speech signal. This question has important implications for our understanding of auditory cortical function during speech perception: do cortical neurons track more global temporal features in speech, represented by the broadband envelope, or do they prefer temporal features in speech from narrow bands centered on the neurons’ best frequency (BF)?

Most studies, including the aforementioned human studies (Kubanek et al., 2013; Nourski et al., 2009), have examined the broadband speech envelope rather than narrow bands. However, in a study of cortical responses to conspecific vocalizations in anesthetized cats, it was shown that auditory cortical activity more closely reflects patterns in narrowband temporal envelopes of vocalizations, centered on the BF of the neural population, compared to the temporal envelope of the broadband signal (Gehr et al., 2000). A limitation of this work is that the acoustic features in cat meows are relatively simple compared to the spectrotemporal fluctuations in speech, and therefore a more complete understanding of temporal envelope tracking by auditory cortical neurons requires the use of speech as the experimental stimulus.

1.2. Auditory cortical processing of periodicity in speech

Auditory cortical representations of periodicity cues in speech, the second category of temporal features highlighted by Rosen (1992), have also been described in the literature (Steinschneider et al., 1980, 1990, 1995, 1999, 2003). An important variable in considering auditory cortical representations of periodicity is the particular method used to characterize auditory cortical activity. For example, ECoG signals, measured with surface electrodes over auditory cortex, have not shown tracking to the fundamental frequency of speech (Kubanek et al., 2013; Nourski et al., 2009). Similarly, single-unit activity measured in response to conspecific vocalizations in primate models of the auditory systems, which share many acoustic attributes with human speech, have also failed to time-lock to the fundamental frequency of these vocalizations (Gehr et al., 2000; Gourevitch and Eggermont, 2007; Nagarajan et al., 2002; Wang et al., 1995). Rather, these studies have shown that the dominant temporal feature in speech and speech-like stimuli that is tracked by both ECoG signals and single units in auditory cortex is the low frequency temporal envelope (Gehr et al., 2000; Gourevitch and Eggermont, 2007; Kubanek et al., 2013; Nagarajan et al., 2002; Nourski et al., 2009; Wang et al., 1995).

Another method for quantifying auditory cortical function is the use of ensemble population responses measured from neurons in auditory cortex, which will be referred to here as multi-unit activity (MUA). MUA signals are measured with a depth electrode, and therefore have been used predominantly in animal models of the auditory system rather than human studies, and provide an alternative method for examining neuronal representation of acoustic signals (Steinschneider et al., 1998, 2003). Importantly, previous studies have shown that MUA signals track a wider range of temporal features in speech relative to single units and ECoG signals, and MUA signals measured from auditory cortical neurons can phase-lock to periodicities in speech up to ~100 Hz (Steinschneider et al., 1980). A close correspondence has been observed between periodicity representations measured with MUA signals and the scalp-recorded frequency-following responses (FFR) in an animal model of the auditory system (White-Schwoch et al., 2016). Furthermore, research using non-invasive techniques has shown that the precision of phase-locking to the f0, as measured with the FFR in human listeners, is related to speech perception and language skills (Anderson et al., 2010; Kraus and White-Schwoch, 2015; Woodruff Carr et al., 2014). While MUA have been used to examine cortical responses to periodic features in speech (Steinschneider et al., 1980, 1990, 1995, 1999, 2003), a limitation of the existing literature is that speech stimuli used to probe periodicity have tended to be brief consonant-vowel stimuli produced by a synthesizer, and to our knowledge it has not been shown to what extent cortical populations represent periodicities in naturally produced speech.

1.3. Goals of this study

There are three goals for this work. First, while auditory cortical tracking of both speech envelope and periodicity cues in speech have both been previously reported, to our knowledge it has never been shown that the same population of cortical neurons simultaneously tracks these two categories of temporal features. Additionally, given the importance of the speech envelope for speech
perception, a second goal of the current work was to examine the representation of the speech envelope with a focus on investigating whether cortical neurons prefer wide or narrow bands of temporal features in the speech signal. This latter question is important as it is unknown whether cortical ensembles track more global envelope features in the speech signal, as reflected by the broadband envelope of speech, or narrowband temporal features associated with the neural population's best frequency. A third goal of this work was to examine the representation of periodic aspects of the speech signal using naturally-produced speech sentences, building on findings from studies using isolated consonant-vowel stimuli.

To address the representation of speech envelope and periodicity in cortical neurons, we measured near-field cortical activity in primary auditory cortex of anesthetized guinea pig in response to a speech sentence produced in three different modes of speech: conversational, “clear” speech (Abrams et al., 2008, 2009, 2010; Uchanski, 2005) and compressed speech (Abrams et al., 2008, 2009; Watson et al., 1990). We used these three modes of speech as a means of varying speech envelope cues in an ecologically meaningful fashion: clear speech is a mode of speech naturally produced by talkers in noisy environments that increases speech understanding (Bradlow et al., 2003) and, among other acoustic variations, is characterized as having enhanced amplitude modulation characteristics relative to conversational speech (Bradlow et al., 2003; Uchanski, 2005). Compressed speech, which approximates rapidly-produced speech, has faster speech envelope cues relative to conversational speech. Furthermore, as a means to vary periodicity cues in our stimulus set, we used relatively long sentence stimuli (1.5 s), which exhibited natural fluctuations in f0 within and across utterances.

2. Methods

The research protocol was approved in advance by the Animal Care and Use Committee of Northwestern University.

2.1. Animal preparation

The experimental materials and procedures were similar to those reported previously (Cunningham et al., 2002; McGee et al., 1996). Seven pigmented guinea pigs of either sex, weighing between 325 and 650 g, were used as subjects. Animals were initially anesthetized with ketamine hydrochloride (100 mg/kg) and xylazine (8 mg/kg). Smaller supplemental doses (25 mg/kg ketamine; 4 mg/kg xylazine) were administered hourly throughout the rest of the experiment. Following the induction of anesthesia, the animal was mounted in a stereotaxic device for the duration of the experiment. Body temperature was maintained at 37.5 °C by using a thermistor-controlled heating pad on the guinea pig's abdomen (Harvard). Normal hearing sensitivity was confirmed by auditory brainstem response (ABR). The ABR was elicited by a click stimulus at 70 and 40 dBHL (referred to normal guinea pig click thresholds) from a recording site located at the posterior vermis/midline of the scalp using an EMG needle electrode. A rostro-caudal incision was made along the scalp surface and the tissue was retracted to expose the skull. Holes were drilled in the skull under an operating microscope. The dura was removed with a cautery to prevent damage to the recording electrode, and the cortical surface was coated with mineral oil.

2.2. Anatomical structures

We measured neural activity from primary auditory cortex, which in guinea pig consists of two adjacent areas, A1 and the dorso-caudal field (DC). Primary cortical responses are characterized by tonotopic organization, sharp frequency tuning, a preference for tonal stimuli and short response latencies (Redies et al., 1989; Wallace et al., 2000).

2.3. Acoustic stimuli

Stimuli consisted of the sentence “The young boy left home” produced in three modes of speech: conversational, clear, and compressed (Fig. 1). These stimuli have been published in previous studies of auditory cortical processing of speech in typically developing children (Abrams et al., 2008, 2010) and children with reading impairments (Abrams et al., 2009, 2010). These three modes of speech have different envelopes and were used to elicit a variety of cortical activation patterns. Conversational speech is defined as speech produced in a natural and informal manner. Clear speech is a well-described mode of speech resulting from greater diction; clear speech enables greater speech intelligibility in noisy acoustic environments relative to conversational speech in part due to greater amplitude modulation (i.e., speech envelope cues) (Bradlow et al., 2003; Uchanski, 2005). Compressed speech replicates rapidly-produced speech and is characterized by a higher-frequency speech envelope. Compressed speech is more difficult to perceive compared to conversational speech (Beasley et al., 1980).

Conversational and clear sentences were recorded in a sound-proof booth by an adult male speaker at a sampling rate of 16 kHz. Conversational and clear speech sentences were normalized for overall duration to control for slower speaking rates in clear speech (Uchanski, 2005). Normalization was achieved by compressing the clear sentence by 23% and expanding the conversational sentence by 23%. To generate the compressed sentence stimulus, we doubled the rate of the conversational sample using a signal-processing algorithm in Adobe Audition (Adobe Systems Inc.). This algorithm does not alter the fundamental frequency or perceived pitch of the signal. The duration of the clear and conversational speech sentences was 1500 msec, and the duration of the compressed sentence was 750 msec.

30 repetitions of each speech stimulus were delivered to the contralateral ear using Etymotic insert earphones (ER2) through the hollow earbars of the stereotaxic device. The sound pressure level (SPL, expressed in dB re 20 mPa) was calibrated over a frequency range of 20 to 20,000 Hz using a condenser microphone (Bruel and Kjaer). Stimuli were delivered at a level of 60 dBa. Stimuli were presented with alternating polarities to remove any possibility of a stimulus artifact within the response. The delivery system output the signal through a 16-bit converter at a sampling rate of 16 kHz. That system triggered the PC-based collection computer. All stimuli were presented in quiet in a sound-treated booth (IAC). Third-octave tone-pips were used to map auditory cortex. Tones were 100 msec in duration with a rise-fall time of 10 msec. BF5 for the recording sites ranged from 200 Hz to 3150 Hz, and included the following BFs: 200 Hz (3 sites), 250 Hz (2 sites), 500 Hz (2 sites), 630 Hz (2 sites), 1000 Hz (1 site), 2000 Hz (3 sites), and 3150 Hz (1 site).

2.4. Neurophysiologic recording

Cortex was accessed with a vertical approach using tungsten microelectrodes (Micro Probe) with impedance between 1 and 2 MΩ at 1 kHz. An electrode was advanced perpendicular to the surface of cortex using a remote-controlled micromanipulator (Märzhäuser-Wetzlar). The coordinates of the electrode were determined at a point slightly above cortex at the first penetration, and these coordinates were kept for the remainder of the experiment. For recording primary areas A1 and DC, locations were...
approximately 3 mm caudal to bregma and 10 mm lateral of the sagittal suture. Recordings were made at depths of 500–900 μm, corresponding to cortical layers III and IV in guinea pig.

The electrode signal was amplified using Grass amplifiers with filters set between 1 and 20,000 Hz. The analog signal was digitized at 33.3 kHz by an A-D card (MCC) attached to a PC. Responses were logged and stored using Matlab routines designed by our lab. Recorded brain responses were averaged and off-line filtered between 500 and 3000 Hz to isolate multiunit activity (MUA; e.g., (Steinschneider et al., 1990). MUA envelopes were extracted by calculating the absolute value of the Hilbert transform of the bandpass filtered MUAs. The resulting MUA waveforms were used as the basis for all subsequent analyses of the neural data. A caveat to using this measure of MUA is that there is no way to determine the different cell types contributing to the overall response (Fishman et al., 2000). While the goal is to measure exclusively the contribution of cortical pyramidal cells, it is possible that MUA recordings also include contributions from stellate cells and thalamocortical axons, the latter of which are known to phase-lock to faster stimulus rates than pyramidal neurons.

2.5. Data analysis

All data analyses were performed using software written in Matlab (The Mathworks, Inc).

2.5.1. Speech envelope, bandwidth analysis

A goal of this work was to investigate whether auditory cortical neurons, across the tonotopic map, phase-lock to temporal features in narrow or wide-band segments of the stimulus. To address this question, we extracted the temporal envelope from the stimulus across a number of stimulus bandwidths including: (1) 3 octaves; (2) 2 octaves; (3) 1 octave; (4) 1/2 octave; (5) 1/3 octave; (6) 1/8 octave and (7) 1/10 octave (Fig. 2). An important consideration is that we used each cortical site’s best frequency (BF) as the center frequency for these filtering conditions. The steps involved in

Fig. 1. Stimuli. Left column: Stimulus waveforms (blue) and broadband speech envelopes (red) for clear (top), conversational (center) and compressed (bottom) conditions. Right column: Frequency spectra for the three stimulus conditions (blue). Insets: Frequency spectra of the broadband speech envelopes (red) with the modal frequencies noted. All speech stimuli are normalized in amplitude. The broadband speech envelope was calculated by extracting the absolute value of the Hilbert transform of the raw stimulus waveform, then low-pass filtering this signal at 50 Hz (Rosen, 1992). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 2. Filtered stimuli and envelope extraction for the “clear” stimulus condition. This is an illustrative example of the stimulus filtering performed in the speech envelope, cross-correlation analysis. In this figure, the center frequency for envelope extraction was chosen to be 1,000 Hz, as an example of the procedure used. However, in all analysis, the center frequency for envelope extraction was chosen to be the best frequency of cortical MUAs. Since narrower pass-bands (i.e., plots at the bottom of the figure) are inherently smaller in amplitude, all traces in the figure were amplitude normalized between –1 and 1 to allow a more detailed view of each of the filtered stimuli.
extracting the envelope across these bandwidth conditions were the following. First, the BF of the cortical site was identified using the results from the pure-tone probes. The raw stimulus waveform was then filtered at the seven above listed bandwidths using the BF of the cortical site as the center frequency. The band-pass filters were Butterworth filters with 30 dB/octave rolloffs. The upper cutoff frequency for each band-width condition was calculated according to the equation \( \text{BF} \times \frac{1}{\text{bandwidth}} \) and the lower cutoff frequency was calculated according to the equation \( \text{BF} \times \frac{1}{2 \text{bandwidth}} \) (Everest, 2001). The temporal envelope was then extracted from each of the band-filtered stimuli by calculating the absolute value of the Hilbert transform. The resulting waveforms were then low-pass filtered at 50 Hz to extract the slowly-varying temporal envelopes of the speech signal (Rosen, 1992).

2.5.2. Speech envelope, cross-correlation analysis

Prior to cross-correlation, MUA waveforms were low-pass filtered at 50 Hz using the same filter settings as those used to extract temporal envelopes of the speech signal (Butterworth filters with 30 dB/octave rolloffs). Low-pass filtering the MUA waveforms removed peaks in the response corresponding to periodicity coding and other high-frequency events in the MUA, leaving only the low-frequency content corresponding to speech envelope frequencies (Rosen, 1992). The rationale for this filtering step is that we wanted to isolate and quantify the correspondence between slowly varying aspects of the stimuli and MUAs, while controlling for rapid aspects of the stimuli and responses (e.g., periodicity). We then performed cross-correlations between low-pass filtered MUAs and the seven variations of the speech envelopes described above. Peaks in the resulting correlograms were auto-detected in Matlab for lags between 10 and 50 msec to account for conduction and propagation delays in the auditory system.

A final goal of the speech envelope MUA analysis was to examine whether specific MUA response properties, including BF and MUA envelope response amplitude, were related to bandwidth preferences of the MUA. Therefore, we performed Pearson’s correlations between BF of the MUA and bandwidth preferences of the MUA, based on whether the MUA preferred (i.e., showed the greatest correlation with) the 3 octave, 2 octave, 1 octave, 1/2 octave, 1/3 octave, 1/8 octave or 1/10 octave stimulus envelope. We also performed a Pearson’s correlation between the amplitudes of the MUA envelopes and bandwidth preferences of the MUAs. Amplitudes of MUA envelopes were calculated as the RMS amplitude across the entire response period (clear and conversational speech conditions: 0–1500 msec; compressed speech condition: 0–750 msec).

2.5.3. Periodicity analysis, frequency domain

We calculated the spectra of MUAs for specific time segments of the response based on the presence of pronounced periodicity in MUAs. To allow for direct comparison with periodic aspects of the speech stimuli, the spectra of corresponding time segments of the stimuli were also computed. Spectra were calculated using a 33,333 point fast Fourier transform (FFT) and a rectangular window. In all stimulus and MUA FFTs, there were peaks at ~100 Hz corresponding to the f0 of the stimulus, and the frequency and magnitude of the FFT maxima were recorded. A one-way ANOVA was performed to determine if there were statistical differences in MUA periodicity representation between clear, conversational and compressed speech conditions.

2.5.4. Periodicity analysis, time domain

For those segments of MUAs that indicated pronounced periodicity, we analyzed the latency difference between local maxima in the MUAs. Local maxima were auto-detected in Matlab and then verified visually. A similar procedure was performed for corresponding segments of the speech stimuli. The mean of the inter-maximum periods was converted to Hz for subsequent analysis.

3. Results

3.1. Auditory cortical MUAs and the speech envelope

In all speech conditions (clear, conversational, and compressed), low frequency temporal information in auditory cortical MUAs (Fig. 3) appeared to track the low-frequency temporal envelope of the speech stimuli (i.e., the speech envelope). To investigate this possibility, the envelope of all MUAs was computed and compared to the stimulus envelope (Fig. 4). A characteristic of the speech envelope is that it varies between different pass-bands in a given stimulus, and it is not known if cortical neurons represent the envelope of narrow (Gourevitch and Eggermont, 2007) or wide-bands (Nagarajan et al., 2002) of speech. We investigated this question by extracting seven variations of the speech envelope from increasingly wide bands of the stimulus, using the best frequency of each MUA as the center frequency (Fig. 4, bottom color plots). We performed cross-correlations between each envelope iteration and the wideband cortical MUA envelope and identified the maximum in the correlogram between 10 and 50 msec for each stimulus bandwidth. The representative MUA from the recording site of Fig. 4A showed a clear preference for wider bands of the speech envelope, with the largest stimulus-response correlations for stimulus envelopes greater than 1 octave (Fig. 4A, inset). Note that a 1 μV scale bar is included in the figure, however absolute amplitudes of MUAs are reduced as a result of LP filtering for this particular analysis (see Methods, 2.5.1 Speech envelope, bandwidth analysis).

Not all MUAs showed a preference for wide bands of the stimulus envelope. Another representative MUA showed no preference for any of the bandwidth conditions (Fig. 4B). Preference for envelope bandwidth in the three stimulus conditions for all cortical MUAs is plotted in Fig. 5A–C. Nearly all bandwidth-correlation functions are either flat or upward sloping, indicating either no preference or preference for wider bandwidths. Very few of these functions are downward sloping, which would indicate a preference for narrow-band envelopes. Mean correlation functions indicate slight increased preference for wide bandwidths in all three stimulus conditions (Fig. 5D), and this preference appears to be greatest in the clear stimulus condition. The histogram in Fig. 5E shows that across all speech conditions and recording locations, the most common bandwidth preference for MUAs in primary auditory cortex is 1 octave. Furthermore, maximum correlations between primary cortical MUAs and “preferred” speech envelopes were often moderate to strong correlations (r ≥ 0.4).

The next goal of our analysis was to examine whether specific MUA response properties, including BF and MUA envelope response amplitude, were related to bandwidth preferences of the MUAs. First, Pearson’s correlation results indicate that the BF of the MUA is not related to bandwidth preference (R = 0.25, P > 0.10). We then examined the relationship between the RMS amplitude of the MUAs and their preferred bandwidths and found a statistically marginal relationship between these factors (P = 0.041), however when responses from a single MUA were removed from the analysis, the correlation was no longer significant. We therefore conclude that there is no relationship between these factors.

3.2. Auditory cortical MUAs and periodicity

The clear speech stimulus (top) and five representative MUAs measured in response to this speech sample are plotted in Fig. 6. For this analysis, cortical MUAs were computed by band-pass filtering.
raw MUAs (500–3000 Hz) then extracting the envelope of this signal. A prominent feature visible throughout the stimulus waveform is high amplitude periodicity near 100–120 Hz. This periodicity represents the fundamental frequency (f0) of the stimulus, the acoustic feature that determines the pitch of a speaker’s voice. Visual inspection of the MUA reveals periodicity that appears to correspond to the f0 of the stimulus, most prominent at latencies between 160–260 msec and 900–1000 msec (Fig. 6, highlighted regions). The correspondence between the period of the neural activity and the stimulus f0 is even more evident in the magnified views of the waveforms (Fig. 6, right). Not all MUA recordings showed pronounced periodicity coding throughout the stimuli. For example, MUAs with BFs of 2000, 1000, and 200 Hz did not show strong periodic coding between 260 and 900 msec of the clear speech stimulus (Fig. 6). However, periodicity in this particular time range was more strongly represented by the two MUAs with BFs of 500 Hz plotted in the same figure. We interpret these results as showing that neural populations with BF = 500 Hz are more sensitive to the particular spectral and temporal features in this time range of the speech stimuli compared to neural populations with higher (i.e., 1–2 kHz) and lower frequency (i.e., 200 Hz) best frequencies.

The next goal of the analysis was to examine the correspondence between stimulus f0 periodicity and the frequency of periodic activity in auditory cortical MUAs in response to the speech stimuli. We investigated this correspondence in two manners. First,
we performed a frequency analysis of the stimulus and MUAs over the time ranges 160–260 msec and 900–1000 msec (Fig. 7A and 7B, respectively), as MUAs in these particular time ranges show substantial periodic activity. Results of this analysis indicate considerable overlap between the stimulus f0 and periodic activity in cortical MUAs over these time ranges. We then determined the frequency of maximal amplitude in the speech signal and all MUAs over these time segments, as well as the frequency difference between stimulus f0 and periodic MUAs, and a close correspondence between these peaks is evident (Fig. 7C). Considering that the stimulus f0 varied within this speech sample (~120 Hz for 160–260 msec segment; ~100 Hz for 900–1000 msec segment) these data show that the dominant frequency of the cortical MUAs closely corresponds with the stimulus f0 with a high degree of precision.

A second analysis was performed in the time domain as a means of further describing the correspondence between stimulus f0 periodicity and periodic activity in MUAs. Specifically, we analyzed the latency difference between peaks in the raw stimulus waveform
and the MUs (Fig. 8, top). Peaks in the speech waveform preceded peaks in the MUA by approximately 12 msec. Results indicate that the periodic activity present in MUs largely represents the stimulus f0, however MUs fail to represent all of the latency variations expressed in the stimulus waveform. The most obvious discrepancy between peak latency differences in the speech sample and MUs is between peaks 3–5 (Fig. 8, bottom). During this interval, peaks in the stimulus waveform vary between 8.0 and 9.5 msec while MUA peaks occur in a relatively narrow range between 8.0 and 8.5 msec. This discrepancy suggests that cortical MUs are not simply tracking the peaks of the stimulus waveform, as this would have resulted in a closer correspondence between stimulus f0 and MUA interval latencies throughout this segment.

Similar to the clear speech condition, correspondences between periodic features of the raw stimulus waveforms and MUs were also evident in the conversational and compressed speech conditions (Fig. 9A and 9B, respectively). Specifically, frequency analyses of the conversational and compressed stimuli and responses indicated a close correspondence between the stimulus f0 and the dominant periodicity within the MUA (Fig. 10A-C for conversational speech; Fig. 10D and 10E for compressed speech). We performed an ANOVA to determine if f0 frequency tracking, defined here as the frequency difference between stimulus f0 and periodic MUA, measured over all 14 recordings, was different between the three stimulus conditions over the segments highlighted in Figs. 6, 9A and 9B. ANOVA results indicate no statistical difference between f0 tracking between these stimulus conditions (F2,67 = 0.178, P = 0.837). Furthermore, time-domain analyses showed a consistent association in peak latency differences between the raw stimulus waveform and the peaks in the MUA (Figs. 8, 11A and 11B). Specifically, peak latency differences between the raw stimulus waveform and the peaks in the MUA did not deviate more than 0.5 msec with the exception of peaks at the beginning and end of the response segments.

In summary, results from the analysis across multiple speech conditions — clear, conversational, and compressed — suggest that the f0 in ongoing speech sentences is represented with periodic neural activity in primary cortex. This representation is resistant to variations in the frequency of the f0, as well as to variations in temporal envelope characteristics across the varying speech conditions. Together, these analyses suggest that periodicity cues in speech are often coded by phase-locked MUs in primary auditory cortex.

4. Discussion

The goals of this study were to examine cortical processing of two categories of temporal features in speech, the speech envelope and speech periodicity cues (Rosen, 1992), in primary auditory cortex in guinea pig using naturally-produced speech stimuli. The results are summarized as follows: (1) Ensembles in primary auditory cortex track both the speech envelope (Figs. 4 and 5) and the fundamental frequency of speech (Figs. 7 and 10). (2) Ensembles in primary auditory cortex are variable in their representation of the speech envelope: some population responses represented the speech envelope with excellent fidelity, measured by cross-correlation analysis, while others showed poor fidelity in representing this aspect of the signal (Fig. 5A–C). (3) Ensembles in auditory cortex tended to show more precise representation of wider bandwidths (>1 octave) of the speech envelope compared to narrow-bands (<1 octave; Fig. 5E). (4) MUs showed variable time-
locking to the f0 of the speech signal (Figs. 8 and 11).

4.1. Cortical representation of multiple temporal features in speech

Results show that neural ensembles in auditory cortex are capable of simultaneously coding multiple categories of temporal features in the speech signal. These features include the speech envelope and periodicity cues, two categories of temporal features that are important for speech perception (Drullman et al., 1994; Shannon et al., 1995; Smith et al., 2002; Zeng et al., 2005) and are highlighted in an influential framework describing the acoustic structure of speech (Rosen, 1992). Specifically, the slowly varying speech envelope is represented in the envelope of cortical responses, and periodicity in the speech signal associated with the fundamental frequency is represented with phase-locked responses from populations of auditory neurons. From one point of view, this finding might be considered unremarkable: the auditory neurophysiology literature might have predicted this phenomenon based on previous findings investigating both the speech envelope (Kubanek et al., 2013; Nourski et al., 2009) and periodicity (Steinschneider et al., 1990) cues. From another standpoint, however, this finding represents one of the astounding capabilities of the auditory system: the auditory system is adept at simultaneously resolving multiple temporal features in complex acoustic signals. The contribution of the current study is that we have used a model system to demonstrate how these multiple temporal aspects

![Fig. 9. Auditory cortical MUs for conversational and compressed speech conditions. Panel A: The conversational speech stimulus waveform is plotted on the top row, followed by 5 representative MUs measured from different recording sites in auditory cortex with different best frequencies in response to the conversational speech stimulus. Panel B: The compressed speech stimulus waveform is plotted on the top row, followed by 5 representative MUs measured from different regions of auditory cortex with different best frequencies in response to the compressed speech stimulus. For panels A and B, the left-most highlighted region of the waveform in the main panel is enlarged in the right panel. MUA traces shown in panels A and B were measured from the same recording sites as those shown for the clear speech condition in Fig. 6. Cortical MUs were computed by band-pass filtering raw MUs (500–3000 Hz) and extracting the envelope of this signal by calculating the absolute value of the Hilbert transformed band-passed signal. This figure shows a correspondence between periodicity in the speech stimulus f0 and auditory cortical MUs.](https://example.com/fig9.png)
Fig. 10. Primary MUA spectra for conversational and compressed conditions. Conversational stimulus and MUA FFTs for the latency ranges 100–275 (panel A) and 725–850 msec (panel B) from the highlighted Segments 1 and 2 in Fig. 9A. Fig. 10C: Peak f0 frequency for stimulus (black circles) and all MUA (grey circles) measured in Segments 1 and 2 in the conversational condition. Fig. 10D: Compressed stimulus and MUA FFTs for the latency range 50–150 msec which is the highlighted segment in Fig. 9B. Fig. 10E: Peak f0 frequency for stimulus and all MUA in the compressed condition. MUA spectra shown in panels A-E were measured from the same recording sites as those shown for the clear speech condition in Fig. 7. This figure shows a correspondence between periodicity in the stimulus f0 and auditory cortical MUAs measured in the frequency domain.

Fig. 11. Periodicity analysis for conversational and compressed speech conditions. Time-domain phase-locking analysis for the conversational (panel A) and compressed (panel B) speech conditions in three representative MUAs. Top panels: peaks used in latency analysis in both the speech stimulus (top) and MUAs are identified with circles. Bottom panels: latency differences between peaks in the speech waveform and MUAs. Cortical MUAs were computed by band-pass filtering raw MUAs (500–3000 Hz) and extracting the envelope of this signal by calculating the absolute value of the Hilbert transformed band-passed signal. This figure shows a correspondence between periodicity in the stimulus f0 and auditory cortical MUAs measured in the time domain.
of speech might be represented in the human auditory cortex during speech perception. It is possible that the cortical mechanisms described here represent a neural correlate to these important perceptual phenomena.

4.2. Comparison to previous studies: speech envelope

A second finding from the current study is that the temporal envelope of population responses measured from auditory cortical neurons closely tracks the speech envelope. Specifically, it was shown that ~50% of auditory cortical sites showed correlation coefficients >0.50 with respect to the speech envelope. Similar correlation values (r – 0.50) have been shown when human ECoG signals from auditory cortex are measured in response to speech sentences, and resultant ECoG signals are correlated with the broadband speech envelope extracted from those sentences (Kubanek et al., 2013; Nourski et al., 2009). The current work adds to this literature by showing, for the first time, that many cortical ensembles exhibited a preference for wider bands of the speech envelope (1-3 octaves) compared to narrow bands (<1 octave). Although no previous studies probing speech envelope coding in auditory cortex have examined relative entrainment to envelopes from narrow vs. wide bands, previous studies of conspecific animal calls have addressed this question and have produced somewhat conflicting results. For example, a study of the cortical representation of cat meows showed that there is a strong relationship between cortical responses and the envelope of the vocalization band-pass filtered around the characteristic frequency of the neuron, reflecting specificity of cortical responses to the temporal envelope of relatively narrow bands of the stimulus (Gourevitch and Eggermont, 2007). Moreover, it has also been shown that wide regions of auditory cortex, including tonotopic areas of auditory cortex that would not be predicted to be activated based on the frequency content of the stimulus, show synchronous response patterns in response to temporal features in marmoset twitter calls (Nagarajan et al., 2002). The current results are the first to quantify the bandwidth of the speech envelope that is preferred by auditory neurons. It is hoped that future studies will be able to examine this result in other animal preparations, and possibly ECoG studies in humans, to address whether this phenomenon is specific to population responses or whether this also occurs using other measures of auditory cortical function.

An additional goal of the speech envelope analysis was to examine whether specific response features of MUAs were related to speech envelope bandwidth selectivity, and results showed that neither the BF of MUAs nor the RMS amplitude of the envelope of MUAs were related to MUAs’ bandwidth selectivity. There are additional temporal and spectral response parameters of MUA beyond those examined here that could potentially account for variance in speech envelope bandwidth selectivity and other aspects of speech envelope coding (Depireux et al., 2001; Miller et al., 2002), and it is hoped that future studies will identify response features that contribute to the coding of this perceptually important aspect of the speech signal. It would be particularly compelling to examine this question using ECoG in awake human listeners to explore whether bandwidth selectivity of MUAs, and other envelope-related response features, can be modulated by task parameters, including challenging listening conditions (Abrams et al., 2013; Anderson et al., 2010, 2013; Yi et al., 2014) and vocoded speech (Peelle et al., 2013).

4.3. Comparison with previous studies: periodicity

A major finding of the current work is that cortical ensembles show a close frequency correspondence, and often phase lock to the fundamental frequency of speech sentence stimuli. This congruence was evident both in the frequency domain, where there was a close correspondence between the f0 of the stimulus and the peak frequency in the cortical response (Figs. 7 and 10), as well as the time domain, where it was shown that the latency difference between peaks in the cortical responses often mimicked those in the stimulus waveform (Figs. 8 and 11). There was some variability in the strength of time locking between stimulus f0 and the dominant frequency of the MUA. For example, the timing of one portion of the response shown in Fig. 8 deviates from the stimulus timing while most other portions of MUAs show strong time locking. The source of this variance in time locking is unknown. Ensemble phase locking to the fundamental frequency of speech has been demonstrated in a number of previous studies. For example, Steinschneider and colleagues have shown this phenomenon in studies examining the voice-onset time temporal characteristics of stop consonants in an awake primate preparation (Steinschneider et al., 1995, 2003). These studies have shown that cortical and thalamocortical ensembles represent the fundamental frequency of brief speech segments with phase-locked responses. The current work adds to this literature by also showing this phenomenon using naturally produced speech sentence stimuli. Moreover, results indicate that ensemble phase locking to the f0 occurs irrespective of variations in the speech envelope characteristics of the stimulus. For example, f0-locking was equally prevalent in the clear speech and compressed speech conditions, which have markedly different speech envelope characteristics. Together, results support the hypothesis that phase locking to the f0 within auditory cortical ensembles is a general mechanism underlying neural coding of speech periodicity (Coffey et al., 2016).

The propensity of ensembles of cortical neurons to follow periodic acoustic signals at these relatively fast rates (~100 Hz) appears to be in contrast with single unit data. Single unit studies in auditory cortex have repeatedly shown that phase-locking is extremely poor for periodicities >50 Hz, even in awake preparations (Lee et al., 2016; Lu et al., 2001). Moreover, it has been shown that single units of auditory cortex represent periodicities >50 Hz with an unsynchronized rate code (Wang et al., 2003). One possible explanation for this discrepancy in the literature is that ensembles are able to phase lock to faster rates than single units because their activity represents a “volley” of activity from a host of single units, similar to what has been proposed for the auditory nerve (Wever and Bray, 1937). Unfortunately, it is not straightforward how the “implicit” mode of rate representation seen in single unit studies for faster periodicities (Wang et al., 2003) might be related to a volley of phase locked activity; perhaps the cortical “volley” and implicit rate representation provide two separate mechanisms for the representation of the f0. Unfortunately, the notion that ensembles of cortical neurons are able to phase-lock to faster rates is generally not discussed in studies investigating single-unit activity in auditory cortex. The result is that, despite decades of research on the auditory system, there is no consensus as to whether phase locking provides a viable code for representing the fundamental frequency of speech in the human auditory cortex. It is hoped that future models describing the cortical representation of speech periodicity will incorporate results from single-unit and population responses.

4.4. Caveats and limitations

An important caveat of the current work is that speech is not a behaviorally significant signal to a guinea pig, and consequently these auditory responses would not be expected to produce response enhancements known to result from auditory learning of
complex acoustic signals (Beitel et al., 2003; Kilgard and Merzenich, 1998a, 1998b; Wang and Kadia, 2001). Furthermore, anytime an animal model, particularly in an anesthetized preparation such as that described here, is used to investigate speech processing mechanisms in humans there is no way of knowing whether the same mechanisms are utilized in the human auditory system. It has been shown that temporal aspects of speech are represented similarly in non-human primate auditory cortex (Steinschneider et al., 1999), and an assumption of the current work is that cortical mechanisms are conserved across mammalian auditory systems.
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