CHAPTER 26

Auditory Pathway Representations of Speech Sounds in Humans

Daniel A. Abrams and Nina Kraus

INTRODUCTION

An essential function of the central auditory system is the neural encoding of speech sounds. The ability of the brain to translate the acoustic events in the speech signal into meaningful linguistic constructs relies in part on the representation of the acoustic structure of speech by the central nervous system. Consequently, an understanding of how the nervous system accomplishes this task would provide important insight into the basis of language perception and cognitive function.

One of the challenges faced by researchers interested in this subject is that speech is a complex acoustic signal that is rich in both spectral and temporal features. In everyday listening situations, the abundance of acoustic cues in the speech signal provides enormous perceptual benefits to listeners. For example, it has been shown that listeners are able to shift their attention between different acoustic cues when perceiving speech from different talkers to compensate for the inherent variability in the acoustic properties of speech between individuals (Nusbaum and Morin, 1992).

There are two basic approaches that researchers have adopted for conducting experiments on speech perception and underlying physiology. One approach uses "simple" acoustic stimuli, such as tones and clicks, as a means to control for the complexity of the speech signal. While simple stimuli enable researchers to reduce the acoustics of speech to its most basic elements, the auditory system is nonlinear (Sachs and Young, 1979; Sachs et al., 1983; Rauschecker, 1997; Nagarajan et al., 2002), and therefore, responses to simple stimuli generally do not accurately predict responses to actual speech sounds. A second approach uses speech and speech-like stimuli (Song et al., 2006). There are many advantages to this approach. First, these stimuli are more ecologically valid than simple stimuli. Second, a complete description of how the auditory system responds to speech can only be obtained by using speech stimuli, given the nonlinearity of the auditory system. Third, long-term exposure to speech sounds and the subsequent use of these speech sounds in linguistic contexts induces plastic changes in the auditory pathway, which may alter neural representation of speech in a manner that cannot be predicted by simple stimuli. Fourth, when speech stimuli are chosen carefully, the acoustic properties of the signal can still be well controlled.

This chapter reviews the literature that has begun to elucidate how the human auditory system encodes acoustic features of speech. This chapter is organized into five sections, with each section describing what is currently known about how the brain represents a particular acoustic feature present in speech (Table 26.1). These acoustic features of speech were chosen because of their essential roles in normal speech perception. Each section contains a description of the acoustic feature and an elaboration of its relevance to speech perception, followed by a review and assessment of the data for that acoustic feature. An important consideration is that the acoustic features described in this chapter are not mutually exclusive. For example, one section of this chapter describes the neural encoding of "periodicity," which refers to acoustic events that occur at regular time intervals. Many features in the speech signal are periodic; however,
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### TABLE 26.1

<table>
<thead>
<tr>
<th>Acoustic features in speech</th>
<th>Feature’s role in the speech signal</th>
<th>Brainstem measure</th>
<th>Cortical measure</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Formant structure</strong></td>
<td>Ubiquitous in vowels, approximants, and nasals; essential for vowel perception</td>
<td>Frequency-following response</td>
<td>N100m source location; STS activity (fMRI)</td>
</tr>
<tr>
<td><strong>Periodicity</strong></td>
<td>Temporal cue for fundamental frequency and low formant frequencies (50–500 Hz)</td>
<td>Frequency-following response</td>
<td>N100m source location and amplitude; nonprimary auditory cortex activity patterns (fMRI)</td>
</tr>
<tr>
<td><strong>Frequency transitions</strong></td>
<td>Consonant identification; signal the presence of diphthongs and glides; linguistic pitch</td>
<td>Frequency-following response</td>
<td>Left vs. right STG activity (fMRI)</td>
</tr>
<tr>
<td><strong>Acoustic onsets</strong></td>
<td>Phoneme identification</td>
<td>ABR onset complex</td>
<td>N100m source location; N100 latency</td>
</tr>
<tr>
<td><strong>Speech envelope</strong></td>
<td>Syllable and low-frequency (&lt;50 Hz) patterns in speech</td>
<td>N/A</td>
<td>N100m phase-locking</td>
</tr>
</tbody>
</table>

STS, superior temporal sulcus; fMRI, functional magnetic resonance imaging; STG, superior temporal gyrus; ABR, auditory brainstem response; N/A, not applicable.

---

**THE SIGNAL: BASIC SPEECH ACOUSTICS**

The speech signal can be described according to a number of basic physical attributes (Johnson, 1997). An understanding of these acoustic attributes is essential to any discussion of how the auditory system encodes speech. The linguistic roles of these acoustic features are described separately within each section of the chapter.

**Fundamental frequency.** The fundamental frequency is a low-frequency component of speech that results from the periodic beating of the vocal folds. In Figure 26.1A, the frequency content of the naturally produced speech sentence “The young boy left home” is plotted as a function of time; greater amounts of energy at a given frequency are represented with red lines, while smaller amounts of energy are depicted in blue. The fundamental frequency can be seen as the horizontal band of energy in Figure 26.1A that is closest to the x-axis (i.e., lowest in frequency). The fundamental frequency is notated F0 and provides the perceived pitch of an individual’s voice.

**Harmonic structure.** An acoustic phenomenon that is related to the fundamental frequency of speech is known as the harmonic structure of speech (harmonics, which are integer multiples of the fundamental frequency, are present in ongoing speech. The harmonic structure of speech is displayed in Figure 26.1A as the regularly spaced horizontal bands of energy seen throughout the sentence. The harmonic structure describes a series of discrete peaks in the frequency spectrum of speech that are the result of an interaction between the frequency of vibration of the vocal folds and the resonances within a speaker’s vocal tract. The frequency of these peaks, as well as the relative frequency between peaks, varies for different speech sounds. The formant structure of speech interacts with the harmonic structure of speech; the harmonic structure is represented by integer multiples of the fundamental frequency, and harmonics that are close to a resonant frequency of the vocal tract are formants. In Figure 26.1, the formant structure of speech is represented by the series of horizontal and occasionally diagonal red lines that run through most of the speech utterance. The word “left” has been enlarged in Figure 26.1B to better illustrate this phenomenon. The broad and dark red patches seen in this figure represent the peaks in the frequency spectrum of speech that are the result of an interaction between the frequency of vibration of the vocal folds and the resonances of a speaker’s vocal tract. The frequency of these peaks, as well as the relative frequency between peaks, varies for different speech sounds within the sentence. The lowest frequency formant is known as the first formant and is notated F1, while subsequent formants are notated F2, F3, etc.
The Measures of Brain Activity

We begin by describing the neurophysiologic measures that have been used to probe auditory responses to speech and speech-like stimuli; comprehensive descriptions of these measures can be found elsewhere (Sato, 1990; Hall, 1992; Jezzard et al., 2001) as well as in various chapters in this text. Historically, the basic research on the neurophysiology of speech perception has borrowed a number of clinical tools to assess auditory system function.

Brainstem Responses

The auditory brainstem response (ABR) consists of small voltages originating from auditory structures in the brainstem in response to sound. Although these responses do not pinpoint the specific origin of auditory activity among the auditory brainstem nuclei, the great strength of the ABR (and auditory potentials in general) is that they precisely reflect the time-course of neural activity at the microsecond level. The ABR is typically measured with a single active electrode referenced to the earlobe or nose. Clinical evaluations using the ABR typically use brief acoustic stimuli, such as clicks and tones, to elicit brainstem activity. The ABR is unique among the auditory evoked potentials (AEPs) because of the remarkable reliability of this response, both within and across subjects. In the clinic, the ABR is used to assess the integrity of the auditory periphery and lower brainstem (Hall, 1992). The response consists of a number of peaks, with wave V being the most clinically reliable. Deviations on the order of microseconds are deemed “abnormal” in the clinic and are associated with some form of peripheral hearing damage or with retrocochlear pathologies. Research using the ABR to probe acoustic processing of speech uses similar recording procedures but different acoustic stimuli.

Cortical Responses

Cortical Evoked Potentials and Fields

Cortical evoked responses are used as a research tool to probe auditory function in normal and clinical populations. Cortical evoked potentials are small voltages originating from auditory structures in the cortex in response to sound. These potentials are typically measured with multiple electrodes, often referenced to a “common reference,” which is the average response measured across all electrodes. Cortical evoked “fields” are the magnetic counterpart to cortical evoked potentials; however, instead of measuring voltage across the scalp, the magnetic fields produced by brain activity are measured. Electroencephalography (EEG) is the technique by which evoked potentials are measured, and magnetoencephalography (MEG) is the technique by which evoked fields are measured. Similar to the ABR, the strength of assessing cortical evoked potentials and fields is that they provide detailed information about the time-course of activation and how sound is encoded by temporal response properties of large populations of auditory neurons, although this technique is limited in its spatial resolution.
Due to large inter- and intra-subject variability in cortical responses, they are not generally used clinically. Results from these two methodologies are generally compatible, despite some differences in the neural generators that contribute to each of these responses. Studies using both EEG and MEG are described interchangeably throughout this chapter despite the subtle differences between the measures. The nomenclature of waveform peaks is similar for EEG and MEG and typically involves an N or P, depicting a negative or positive deflection, followed by a number indicating the approximate latency of the peak. Finally, the letter “m” follows the latency for MEG results. For example, N100 and N100m are the labels for a negative deflection at 100 ms as measured by EEG and MEG, respectively.

**Functional Imaging**

Functional imaging of the auditory system is another often-used technique to quantify auditory activity in the brain. The technology that is used to measure these responses, as well as the results they yield, is considerably different from the previously described techniques. The primary difference is that functional imaging is an indirect measure of neural activity; that is, instead of measuring voltages or fields resulting from activity in auditory neurons, functional imaging measures hemodynamics, a term used to describe changes in metabolism as a result of changes in brain activity. The data produced by these measures produce a three-dimensional map of activity within the brain as a result of a given stimulus. The strong correlation between actual neural activity and blood flow to the same areas of the brain (Smith et al., 2002a) has made functional imaging a valuable investigatory tool to measure auditory activity in the brain. The two methods of functional imaging described here are functional magnetic resonance imaging (fMRI) and positron emission tomography (PET). The difference between these two techniques is that fMRI measures natural levels of oxygen in the brain because oxygen is consumed by neurons when they become active. PET, however, requires the injection of a radioactive isotope into a subject. The isotope emits positrons, which can be detected by a scanner as it circulates in the subject’s bloodstream. Increases in neural activity draw more blood and, consequently, more of the radioactive isotope to a given region of the brain. The main advantage that functional imaging offers relative to evoked potentials and evoked fields is that it provides extremely accurate spatial information regarding the origin of neural activity in the brain. A disadvantage is the poor temporal resolution in the temporal domain; neural activity is often integrated over the course of seconds, which is considered extremely slow given that speech tokens are as brief as 30 ms. Although recent work using functional imaging has begun describing activity in subcortical regions, the work described here will only cover studies of the temporal cortex.

**ACOUSTIC FEATURES OF SPEECH**

**Periodicity**

**Definition and Role in the Perception of Speech**

Periodicity refers to regular temporal fluctuations in the speech signal between 50 and 500 Hz (Rosen, 1992). Important aspects of the speech signal that contain periodic acoustic information include the fundamental frequency and low-frequency components of the formant structure (note that encoding of the formant structure of speech is covered in a later section). The acoustic information provided by periodicity conveys both phonetic information as well as prosodic cues, such as intonation and stress, in the speech signal. As stated in Rosen’s paper, this category of temporal information represents both the periodic features in speech and the distinction between the periodic and aperiodic portions of the signal, which fluctuate at much faster rates.

This section will review studies describing the neural representation of relatively stationary periodic components in the speech signal, most notably the fundamental frequency. An understanding of the mechanism for encoding a simple periodic feature of the speech signal, the F0, will facilitate descriptions of complex periodic features of the speech signal, such as the formant structure and frequency modulations.

**Physiologic Representation of the Periodicity in the Human Brain**

**Auditory Brainstem**

The short-latency frequency-following response (FFR) is an electrophysiologic measure of phase-locked neural activity originating from brainstem nuclei that represents responses to periodic acoustic stimuli up to approximately 1,000 Hz (Smith et al., 1975; Stillman et al., 1978; Gardi et al., 1979; Galbraith et al., 2000). Based on the frequency range that can be measured with the FFR, a representation of the fundamental frequency can be measured using this methodolgy (Cunningham et al., 2001; King et al., 2002; Krishnan et al., 2004, 2005, Rajan et al., 2004, 2005; Wible et al., 2004, Johnson et al., 2005) as well as the F1 in some instances (encoding of F1 is discussed in detail in the Formant Structure section). A number of studies have shown that F0 is represented within the steady-state portion of the brainstem response (i.e., FFR) according to a series of negative peaks that are temporally spaced in correspondence to the wavelength of the fundamental frequency. An example of F0 representation in the FFR can be seen in Figure 26.2, which shows the waveform of the speech stimulus /dæ/ (top), an experimental stimulus that has been studied in great detail, as well as the brainstem response to this speech sound (bottom). A cursory inspection of this figure shows that the primary periodic features of the speech waveform provided by the F0
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are clearly represented in peaks D, E, and F of the FFR brainstem response. Importantly, it has been shown that the FFR is highly sensitive to F0 frequency; this aspect of the brainstem response accurately "tracks" modulations in frequency (Krishnan et al., 2004), a topic that is discussed in depth in the Frequency Transitions section of this chapter.

A hypothesis regarding the brainstem's encoding of different aspects of the speech signal has been proposed in a recent paper (Kraus and Nicol, 2005). Specifically, it is proposed that the source (referring to vocal fold vibration) and filter aspects (vocal musculature in the production of speech) of a speech signal show dissociation in their acoustic representation in the auditory brainstem. The source portion of the brainstem's response to speech is the representation of the F0, while the filter refers to all other features, including speech onset, offset, and the representation of formant frequencies. For example, it has been demonstrated that brainstem responses are correlated within source and filter classes but are not correlated between classes (Russo et al., 2004). Moreover, in a study of children with language-learning disabilities whose behavioral deficits may be attributable to central auditory processing disorders, it has been shown that source representation in the auditory brainstem is normal, while filter class representation is impaired (Cunningham et al., 2001; King, 2002; Hayes et al., 2003; Wolfe et al., 2004, 2005). These data suggest that the acoustic representations of source and filter aspects of a given speech signal are differentially processed and provide evidence for neural specialization at the level of the brainstem. Additionally, it is proposed that this scheme may constitute brainstem origins for cortical "what," "where" pathways (Kraus and Nicol, 2005).

Cortex

It has been shown that neurons in the auditory cortex respond robustly with time-locked responses to slow rates of stimulation (< ~25 Hz) and generally do not phase-lock to frequencies greater than approximately 100 Hz (Creutzfeldt et al., 1980; Eggermont, 1991; Steinschneider et al., 1998; Lu et al., 2001). Therefore, cortical phase-locking to the fundamental frequency of speech, which is greater than 100 Hz, is poor, and it is generally thought that the brainstem's phase-locked (i.e., linear) representation of F0 is transformed at the level of cortex to a more abstract representation. For example, it has been shown that cortical neurons produce sustained, nonsynchronized discharges throughout a high-frequency (> ~50 Hz) stimulus (Lu et al., 2001), resulting in a more abstract representation of the stimulus frequency compared to time-locked neural activation.

An important aspect of F0 perception is that listeners native to a particular language are able to perceive a given speech sound as invariant regardless of the speaker’s F0, which varies considerably among men (F0 = ~100 Hz), women (F0 = ~200 Hz), and children (F0 = up to 400 Hz). For example, the speech sound “dog” is categorized by a listener to mean the exact same thing regardless of whether...
an adult or a child produces the vocalization, even though there is a considerable difference in the acoustic properties of the adult’s and child’s vocalization with respect to the fundamental frequency. To address how auditory cortical responses reflect relatively large variations in F0 between speakers, N100m cortical responses were measured with MEG for a set of Finnish vowel and vowel-like stimuli that varied in F0, while keeping all other formant information (F1-F4) constant (Makela et al., 2002). Results indicated that N100m responses were extremely similar in spatial activation pattern and amplitude for all vowel and vowel-like stimuli, irrespective of the F0. This is a particularly intriguing finding given that N100m responses differed when 100-, 200-, and 400-Hz puretone stimuli were presented to the same subjects in a control condition. The similarity of the speech-evoked brain responses, which were independent of the F0 frequency, suggests that variances in F0 may be filtered out of the neural representation by the time it reaches the cortex. The authors suggest that the insensitivity of cortical responses to variations in the F0 may facilitate the semantic categorization of the speech sound. In other words, since the F0 does not provide essential acoustic information relevant to the semantic meaning of the speech sound, it may be the case that the cortex does not respond to this aspect of the stimulus in favor of other acoustic features that are essential for decoding word meaning.

In summary, periodicity of the fundamental frequency is robustly represented in the FFR of the ABR. Moreover, the representation of the fundamental frequency is normal in learning-disabled children despite the abnormal representations of speech-sound onset and first formant frequency. This disparity in the learning-disabled auditory system is indicative of the representation to F1 was also demonstrated. These data provide evidence that phase-locking serves as a mechanism for encoding critical components of the formant structure not only in the auditory nerve, but also in the auditory brainstem.

Formant Structure

Role in the Perception of Speech

Formant structure describes a series of discrete peaks in the frequency spectrum of speech that are the result of an interaction between the frequency of vibration of the vocal folds and the resonances within a speaker’s vocal tract (see introduction of this chapter for a more complete acoustic description of the formant structure). The formant structure is a dominant acoustic feature of sonorants, a class of speech sounds that includes vowels, approximants, and nasals. The formant structure has a special role in the perception of vowels in that formant frequencies, particularly the relationship between F1 and F2 (Peterson and Barney, 1952), are the primary phonetic determinants of vowels. For example, the essential acoustic difference between /u/ and /i/ is a positive shift in F2 frequency (Peterson and Barney, 1952). Due to the special role of formants for vowel perception, much of the research regarding the formant structure of speech uses vowel stimuli.

Physiologic Representation of Formant Structure in the Human Brain

Auditory Brainstem

The question of how the human auditory brainstem represents important components of the formant structure was addressed in a study by Krishnan (2002). In this study, brainstem (FFR) responses to three steady-state vowels were measured, and the spectral content of the responses were compared to that of the vowel stimuli. All three of the stimuli had approximately the same fundamental frequency; however, the first two formant frequencies were different in each of the vowel stimuli. Results indicate that at higher stimulus intensities, the brainstem FFR accurately represents F1 and F2; however, the representation of F1 has an increased representation relative to F2. The authors indicate the similarity between this finding and a similar result in a classic study of vowel representation in the auditory nerve of anesthetized cats (Sachs and Young, 1979) in which the predominance of the representation to F1 was also demonstrated. These data provide evidence that phase-locking serves as a mechanism for encoding critical components of the formant structure not only in the auditory nerve, but also in the auditory brainstem.

Auditory Cortex

A number of studies have described the representation of formant structure in the human cortex as a means of investigating whether a cortical map of phonemes, termed the “phonemotopic” map, exists in the human brain. Specifically, researchers want to know if the phonomotopic map is independent of the tonotopic map or, alternatively, whether phonemes are more simply represented according to their frequency content along the tonotopic gradient in auditory cortex. To this end, investigators have measured cortical responses to vowels, a class of speech sounds that differ acoustically from one another according to the distribution of F1-F2 formant frequencies. Vowel stimuli also offer the advantage of exhibiting no temporal structure beyond the periodicity of the formants.

The method that has been used to investigate the relationship between the tonotopic map in human auditory cortex and the representation of formant structure has been to compare cortical source locations for tones and specific speech sounds with similar frequency components. For example, in one study (Diesch and Luce, 1997), N100m source location was measured in response to separately presented 600-Hz and 2,100-Hz puretones, as well as a two-tone composite signal comprising the component puretones (i.e., simultaneous presentation of the 600-Hz and 2,100-Hz puretones). These responses were compared to isolated formants,
locations described in these studies represent the center of these findings require a number of caveats. First, the source unrelated to the tonotopic map and (2) organized ac-

ternal representation of the vowel stimuli reflects the additional acoustic components of the vowel stimuli, including the har-
monic and formant structures. The authors of this work re-

cortic responses to the F1-F2 components for nonnative vowel sounds (Belin et al., 2000). Cortical responses to natural vocal stimuli were compared to a vocal stimulus in which the formant structure of speech was replaced by white noise and scram-
bled vocal sounds. All stimuli were matched for overall RMS energy: In both of these experimental conditions, the altered spectral information was modulated by the original ampli-
tude envelope of the speech signal. Results from this exper-
iment indicated that all stimuli activated regions along the superior temporal sulcus (STS), a cortical region consisting of unimodal auditory and multimodal areas that is hypoth-
ized to be a critical speech processing center subsequent to more rudimentary acoustic processing in the superior tem-
poral gyrus. However, responses to the natural vocal stimuli were significantly larger and more widespread throughout the STS, particularly in the right hemisphere, than for the spectrally manipulated vocal stimuli. These data indicate that the formant structure of speech deeply affects activity pat-
tterns in the STS, a speech-selective region of temporal cortex, even when the temporal components of the signals are held constant. Moreover, these data suggest a right hemisphere bias for processing the formant structure, which supports the more general hypothesis that the right hemisphere is dom-

while these studies provide evidence that the cortex rep-

cortex, of the neural contributors to a given N100m response (Nutanen and Picton, 1987). Because it is known that the N100 response has as many as six separate cortical generators, the N100m sources for even a simple cortical map (i.e., the tonotopic map), let alone a complex map such as the putative phonemotopic map, represent at least a partial abstraction of the underlying anatomy and should not be viewed as an ex-

while these studies provide evidence that the cortex re-

while these studies provide evidence that the cortex rep-

cortex, of the neural contributors to a given N100m response (Nutanen and Picton, 1987). Because it is known that the N100 response has as many as six separate cortical generators, the N100m sources for even a simple cortical map (i.e., the tonotopic map), let alone a complex map such as the putative phonemotopic map, represent at least a partial abstraction of the underlying anatomy and should not be viewed as an exact representation of well-described auditory maps in animal models (Schreiner, 1998). This is particularly relevant given that the clear tonotopic gradient in the auditory cortex is no longer apparent when puretone stimuli are presented above 50 dB sound pressure level (SPL) (Schreiner, 1998), such as the levels used in the MEG experiments described in this section. In addition, it has not yet been definitively shown that the neural representations of phonemes described in these studies truly constitute a "phonemotopic" map. The presence of a phonemotopic map suggests behavioral rele-
tance of phonem stimuli beyond their acoustic attributes. None of the studies described here have tested whether cortical responses to the F1-F2 components for nonnative vowel sounds show similar sensitivity as native phonemes. Despite these limitations, these studies provide consistent evidence that a perceptually critical aspect of the formant structure of vowels, the F1-F2 relationship, is represented in a spatial map in the auditory cortex as early as approximately 100 ms after stimulus onset.

Another line of evidence has used functional imaging to show the particular regions of the temporal cortex that are sensitive to the formant structure of speech sounds relative to other natural and vocally generated (e.g., laughs, coughs) sounds (Belin et al., 2000). Cortical responses to natural vocal stimuli were compared to a vocal stimulus in which the formant structure of speech was replaced by white noise and scram-
bled vocal sounds. All stimuli were matched for overall RMS energy: In both of these experimental conditions, the altered spectral information was modulated by the original ampli-
tude envelope of the speech signal. Results from this exper-
iment indicated that all stimuli activated regions along the superior temporal sulcus (STS), a cortical region consisting of unimodal auditory and multimodal areas that is hypoth-
ized to be a critical speech processing center subsequent to more rudimentary acoustic processing in the superior tem-
poral gyrus. However, responses to the natural vocal stimuli were significantly larger and more widespread throughout the STS, particularly in the right hemisphere, than for the spectrally manipulated vocal stimuli. These data indicate that the formant structure of speech deeply affects activity pat-
tterns in the STS, a speech-selective region of temporal cortex, even when the temporal components of the signals are held constant. Moreover, these data suggest a right hemisphere bias for processing the formant structure, which supports the more general hypothesis that the right hemisphere is dom-

An interesting consideration is how cortical asymme-
tries in response to the acoustic features of speech relate to
well-established cerebral asymmetries for higher order lan-
guage processing, such as phonemic and semantic processing (Geschwind and Galaburda, 1985; Binder et al., 1997; Hickok and Poeppel, 2004), which are strongly lateralized to the left hemisphere. While a direct link between these forms of asym-
metry has not been established, a plausible scenario is that the
acoustic-level asymmetries precede and serve as the in-
put to phonemic and semantic processing in left hemisphere
language regions. If this is the case, it remains to be seen
what physiologic advantage a right hemisphere preference
for formant structure processing (Belin et al., 2000) might
offer given that phonemic and semantic processing of speech
stimuli takes place in the opposite hemisphere, thereby
requiring transmission through the corpus callosum. Future
studies investigating acoustic-level asymmetries and their
interface with higher order language asymmetries would
provide essential information regarding the functional
neuroanatomy of speech perception.

In summary, the brainstem encodes lower formant fre-
quencies, which are critical to vowel perception, with phase-
locked responses. Converging evidence indicates that the cor-
text encodes a perceptually essential aspect of the formant
structure of speech. Specifically, the F1-F2 relationship is
spatially mapped in the cortex at approximately 100 ms af-
ter stimulus onset as measured by N100m source location.
In addition, functional imaging data provide evidence that
the STS, a nonprimary region of temporal cortex, is more
responsive to speech stimuli that contain formant structure
than speech in which the formant structure has been replaced
with other sounds. Together, these results suggest that both
primary and nonprimary regions of temporal cortex are sen-
sitive to aspects of the formant structure that are essential for
normal perception.

Frequency Transitions
Acoustic Description and Role in the Perception of Speech

Frequency transitions of the fundamental and formant fre-
quencies permeate ongoing speech. In English, modulation of
the fundamental frequency typically does not provide seg-
mental cues; rather, it provides supra-segmental cues such as
the intent (e.g., question or statement) and emotional state of
the speaker. In other languages, such as Mandarin and
Thai, modulations to the fundamental frequency provide
phonetic cues. Formant transitions, on the other hand, are
critical to speech perception of English, since they serve as a
cue for consonant identification and signal the pres-
ence of diphthongs and glides (Lehiste and Peterson, 1961).
Moreover, formant transitions also have been shown to play
a role in vowel identification (Nearney and Assmann, 1986).
The movements of formant frequencies can be distilled to
three basic forms that occur during an ongoing sequence of
phonemes (taken from Lehiste and Peterson [1961]): (1) the
movement of a formant from the initiation of the consonant
until the beginning of the vowel in a consonant-vowel combi-
nation, (2) the movement of a formant from one vowel to an-
other vowel (i.e., in a diphthong), and (3) formant movement
from a vowel until vowel termination for a vowel-consonant
combination. The frequency modulations that occur dur-
ing formant transitions can occur at relatively fast rates
(∼40 ms) while spanning large frequency ranges (∼2,000 Hz
in F2 transitions).

Physiologic Representation of Frequency Transitions in the Human Brain

Auditory Brainstem

The short-latency FFR is able to “track,” or follow, frequency
changes in speech. This phenomenon was demonstrated in a
study of FFR tracking of the fundamental frequency (F0)
in Mandarin speech sounds (Krishnan et al., 2004). In this
study, FFR to four different tonal permutations of the Man-
darin word “yi” were measured in a group of native Mandarin
speakers. Specifically, synthetic stimuli consisted of “yi” pro-
nounced with (1) a flat F0 contour, (2) a rising F0 contour,
(3) a falling F0 contour, and (4) a concave F0 contour that fell
and then rose in frequency. In Mandarin, which is a “tonal”
language, these four stimuli are different words; the F0 con-
tour provides only the acoustic cue to differentiate them.
Results indicated that the FFR represented the fundamental
frequency modulations of all of the stimulus conditions, ir-
respective of the form of the frequency contour. These data
indicate that the FFR represents phase-locked activity in the
brainstem for rapidly changing frequency components in
speech, an essential acoustic cue for consonant identification.

A similar methodology was used in another study by
Krishnan et al. (2003) to investigate the role of language ex-
perience on auditory brainstem encoding of pitch. FFRs to
the “yi” stimuli described earlier were measured in native
Mandarin speakers as well as native speakers of American
English, to whom the stimuli bear no linguistic value. Re-
sults from this study indicate greater FFR pitch strength and
pitch tracking in the Chinese subjects compared to the na-
tive English speakers across all four of the Mandarin tones.
The FFR of the Chinese subjects also indicated increased
harmonic representation of the fundamental frequency (i.e.,
larger neural representation of the harmonic content of the
F0) compared to the English speakers. These data indicate
that responses from the auditory brainstem reflect the be-
havioral experience of a listener by enhancing the neural
representation of linguistically relevant acoustic features.

A hypothesis proposed by Ahissar and Hochstein (2004)
may explain how experience engenders plasticity at low lev-
els of sensory systems. Their “reverse hierarchy” theory pro-
poses that when a naïve subject attempts to perform a per-
ceptual task, the performance on that task is governed by the
“top” of a sensory hierarchy. As this “top” level of the system
masters performance on the task, over time, lower levels of
the system are modified and refined to provide more pre-
cise encoding of sensory information. This can be thought of
as an effetent pathway-mediated tuning of afferent sen-
sory input. While the reverse hierarchy theory does not
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explicitly discuss plasticity of the brain, this theory could account for the findings of Krishnan. Specifically, due to the importance of extracting lexical information present in pitch contours, native Mandarin speakers are “expert” at encoding this acoustic feature, which is accomplished, at least in part, by extreme precision and robustness of sensory encoding in low levels of the auditory system such as the brainstem. Native English speakers, who are not required to extract lexical meaning from pitch contours, are relative novices at this form of pitch tracking, and consequently, their brainstems have not acquired this level of modification.

An interesting question that was not addressed in this study but was proposed as a discussion item is whether native Mandarin speakers are better than English speakers at pitch tracking the F0 exclusively for familiar speech sounds or whether Mandarin speakers’ superior performance would extend to all periodic acoustic signals, including non-native speech sounds. This question would address whether a lifetime of experience using F0 to extract linguistic meaning generally improves the auditory system’s ability to track all types of pitches or, alternatively, whether this phenomenon is exclusive to pitches present in familiar speech sounds. Data from our lab suggest that another form of long-term auditory experience, musicianship, contributes to enhanced neural encoding of speech sounds in the auditory brainstem relative to nonmusicians (Wong et al., 2004). This finding provides evidence that expertise associated with one type of acoustic signal (i.e., music) provides a general augmentation of the auditory system that is manifested in brain responses to another type of acoustic signal (i.e., speech) and indicates that auditory experience can modify basic sensory encoding.

Auditory Cortex

Similar to Krishnan’s work involving the brainstem, multiple studies have investigated cortical processing of F0 pitch contours and its relationship to language experience (Gandour et al., 1998; Klein et al., 2001; Wang et al., 2005). The most convincing of these studies is that by Wong et al. (2004). In this study, native Mandarin and native English speakers underwent PET scanning during passive listening and while performing a pitch discrimination task. Stimuli consisted of (1) Mandarin speech sounds that contained modulations of the fundamental frequency signaling lexical meaning and (2) English speech sounds that also contained modulations to the fundamental frequency; however, F0 modulations never provide lexical information in English. Imaging results indicated that native Mandarin speakers showed significant activation of the left anterior insular cortex, adjacent to Broca’s area, only when discriminating Mandarin speech sounds (but not when engaged in passive listening); the homologous right anterior insula was activated when this group discriminated English speech sounds, as well as when native English speakers discriminated both Mandarin and English speech sounds. These data suggest that the left anterior insula is involved in auditory processing of modulations to the fundamental frequency only when those modulations are associated with lexical processing. Moreover, these data suggest that the neural processing of acoustic signals is context dependent and is not solely based on the acoustic attributes of the stimuli.

In addition to studies of the neural representation of F0 modulations, a number of studies have also addressed the cortical representation of formant frequency modulation in humans. It is known that neurons in the auditory cortex do not phase-lock to frequencies greater than approximately 100 Hz (Creutzfeldt et al., 1980; Eggermont, 1991; Steinmetz et al., 1998; Lu et al., 2001), whereas the formant structure of speech consists of frequencies almost exclusively above 100 Hz. Consequently, the cortical representation of frequency modulation as measured by evoked potentials is abstract (i.e., not represented with time-locked responses) relative to that described for the auditory brainstem. One cortical mechanism that has received considerable attention for the processing of rapid formant modulations is that of asymmetric processing in the left hemisphere auditory cortex. A more general hypothesis proposes that the left hemisphere auditory cortex is specialized for all forms of rapid acoustic stimuli and serves as an early acoustic analysis stage at the level of the cortex. A significant piece of evidence in support of this hypothesis was provided in a study of cortical activation patterns for rapid and slow formant frequency modulations (Belin et al., 1998). In this study, non-speech sounds containing temporal and spectral characteristics similar to speech sounds were presented to listeners as they were PET scanned. Non-speech sounds were used so that any cortical asymmetry could not be associated with well-known asymmetries for language processing. Results indicated that the left hemisphere temporal region (STG), including primary auditory cortex, showed greater activation than the right STG for rapid (40 ms) formant frequency transitions but not for slow (200 ms) transitions. In addition, a left hemisphere region of prefrontal cortex was asymmetrically activated for the rapid formant transition, which was corroborated in a separate fMRI study that used nearly identical acoustic stimuli (Temple et al., 2007). These data suggest that left hemisphere auditory regions preferentially process rapid formant modulations in ongoing speech.

In summary, results measured from the auditory brainstem indicate that modulations in the fundamental frequency of speech are faithfully encoded in the FFR. Moreover, these particular brainstem responses appear to be shaped by linguistic experience, a remarkable finding that indicates that cognitive processes (e.g., language) influence basic sensory processing. In the cortex, a mechanism for encoding frequency modulation is the specialization of left hemisphere auditory regions. Results indicate that rapid frequency changes in speech-like stimuli preferentially activate the left hemisphere relative to slower frequency changes. In addition, the anterior insular cortex is activated for the processing of F0 modulations; the left hemisphere insula is specifically activated when F0 modulations provide lexical information to a native speaker, while the right hemisphere
Acoustic Onsets

**Acoustic description and role in the perception of speech**

Acoustic onsets are defined here as the spectral and temporal features present at the beginning (the initial ~40 ms) of speech sounds. While the acoustics of phonemes are only slightly altered based on their location in a word (i.e., beginning, middle, or end of a word), an emphasis has been put on acoustic onsets in the neurophysiologic literature. Consequently, acoustic onsets are discussed here separately, despite some overlap with acoustic features (i.e., frequency transitions) discussed previously.

Onset acoustic speech sounds vary considerably in both their spectral and temporal attributes. In some cases, the spectral features of the onset are essential for perceptions (e.g., the onset frequency of F3 for discriminating /da/ vs. /ga/), whereas in other cases, temporal attributes of onsets are the critical feature for perception. A frequently studied acoustic phenomenon associated with the temporal attributes of speech-sound onset is that of voice onset time (VOT), which is present in stop consonants. The VOT is defined as the duration of time between the release of a stop consonant by speech articulators and the beginning of vocal fold vibration. The duration of the VOT is the acoustic cue that enables differentiation between consonants that are otherwise extremely similar (e.g., /da/ vs. /ta/, /ba/ vs. /pa/, /ga/ vs. /ka/).

**Physiologic representation of acoustic onsets in the human brain**

**Auditory Brainstem**

The brainstem response to speech-sound onset has been studied extensively (Cunningham et al., 2001; King et al., 2002; Russo et al., 2004; 2005; Wible et al., 2004; 2005; Banai et al., 2005; Johnson et al., 2005; Kraus and Nicol, 2005). The first components of the speech-evoked ABR reflect the onset of the brainstem response to the stimulus (Fig. 26.2). Speech onset is represented in the brainstem response at approximately 7 ms in the form of two peaks, positive peak V and negative peak A.

Findings from a number of studies have demonstrated that the brainstem's response to acoustic transients is closely linked to auditory perception and to language-based cortical function such as literacy. These studies have investigated brainstem responses to speech in normal children and children with language-based learning disabilities (LD), a population that has consistently demonstrated perceptual deficits in auditory tasks using both simple (Tallal and Piercy, 1973; Reed, 1989; Hari and Kiesila, 1996; Wright et al., 1997; Hari et al., 1999; Nagarajan et al., 1999; Ahissar et al., 2001; Benasich and Tallal, 2002; Winton et al., 2002) and complex (Tallal and Piercy, 1975; Kraus et al., 1996; Bradlow et al., 1999; 2003; Ramus et al., 2003) acoustic stimuli. A general hypothesis proposes a causal link between basic auditory perceptual deficits in LDs and higher level language skills, such as reading and phonologic tasks (Tallal et al., 1995), although this relationship has been debated (Mody et al., 1997; Schulte-Korne et al., 1998; Bishop et al., 1999; Ramus et al., 1999; 2003) in support of a hypothesis linking basic auditory function and language skills, studies of the auditory brainstem indicate a fundamental deficiency in the synchrony of auditory neurons in the brainstem for a significant proportion of language-disabled subjects.

The brainstem's response to acoustic transients in speech features prominently in distinguishing LD from normal (control) subjects. A number of studies have provided compelling evidence that the representation of speech onset (Cunningham et al., 2000; King et al., 2002; Wible et al., 2004; 2005; Banai et al., 2005) is abnormal in a significant proportion of LD subjects. For example, brainstem responses to the speech syllable /da/ were measured for a group of 33 normal and 54 LD children, a “normal range” was established from the results of the normal subjects (King et al., 2002). Results indicated that 28 LD subjects (37%) showed abnormally late responses to onset peak A. Another study showed a significant difference between normal and LD subjects based on another measure of the brainstem’s representation of acoustic transients (Wible et al., 2004). Specifically, it was shown that the slope between onset peaks V and A to the /da/ syllable was significantly smaller in LD subjects compared to normal subjects. The authors of this study indicate that the diminished V/A slope demonstrated by LDs is a measure of abnormal synchrony to the onset transients of the stimulus and could be the result of abnormal neural conduction by brainstem generators. The suggestion of abnormal neural conduction is consistent withatomic findings of deficient aural myelination in the temporal cortex of LD subjects (Klingberg et al., 2000). In another study (Banai et al., 2005), LD subjects with abnormal brainstem timing for acoustic transients were more likely to have a more severe form of LD, manifested in poorer scores on measures of literacy, compared to LD subjects with normal brainstem responses. Taken together, these data suggest that the brainstem responses to acoustic transients can not only differentiate a subpopulation of LD persons from normal subjects, but can...
also differentiate the LD population in terms of the severity of the disability. Findings from the brainstem measures also indicate a link between sensory encoding and cognitive processes such as literacy. An important question is whether the link between sensory encoding and cognition is causal one and, if so, whether brainstem deficits are responsible for cortical deficits (or vice versa). Alternatively, these two abnormalities may be merely coincident. Nevertheless, the consistent findings of brainstem abnormalities in a certain portion of the LD population have led to the incorporation of this experimental paradigm into the clinical evaluation of LD and central auditory processing disorders. The “BioMAP” (Biological Marker of Auditory Processing, Logic Systems Corp., Mundelein, IL) measures and analyzes the brainstem response to speech and has been shown to be a reliable measure for the objective evaluation of children with learning and listening disorders.

Auditory Cortex

Cortical encoding of spectral features of speech-sound onsets has been reported in the literature, most recently in a paper by Obleser et al. (2006). In this paper, it was shown that a spectral contrast at speech onset, resulting from consonant place of articulation (e.g., front-produced consonant /d/ or /t/ vs. back-produced consonant /g/ or /k/), is mapped along the anterior-posterior axis in the auditory cortex as measured by N100m source location. This is significant because it indicates that phonemes differentially activate regions of auditory cortex according to their spectral characteristics at speech onset. It was also shown that the discrete mapping of consonants according to onset acoustics is effectively erased when the speech stimuli are manipulated to become unintelligible despite keeping the spectral complexity of the stimuli largely the same. This stimulus manipulation was accomplished by altering the spectral distribution of the stimuli. The authors argue that this latter finding indicates that the cortex is spatially mapping only those sounds that are intelligible to listeners. These data provide important evidence that cortical spatial representations may serve as an important mechanism for the encoding of spectral characteristics in speech-sound onsets. In addition to differences in spatial representations for place of articulation contrast, cortical responses also showed latency differences for these contrasts. Specifically, it was shown that front consonants, which have higher frequency onsets, elicited earlier N100m responses than back consonants. This finding is consistent with near-field recordings measured from animal models indicating earlier response latencies for speech onsets with higher frequency formants (McCue et al., 1996).

Cortical responses to temporal features of speech-sound onsets have also been reported in the literature, all of which have used VOT contrasts as stimuli. These studies were performed by measuring obligatory evoked potentials (N100 responses) to continua of consonant-vowel speech sounds that varied gradually according to VOT (Sharma and Dormann, 1999, 2000). Additionally, perception of these phonetic contrasts was also measured using the same continua as a means of addressing whether cortical responses reflected categorical perception of the phonemes. Neurophysiologic results indicated that for both /ba/-/pa/ and /ga/-/ka/ phonetic contrasts, one large negative peak was evident at approximately 100 ms in the response waveform for stimulus VOTs < 40 ms. Importantly, a second negative peak in the response waveform emerged for stimulus VOTs of 40 ms, and this second peak occurred approximately 40 ms after the first peak and was thought to represent the onset of voicing in the stimulus. Moreover, as the VOT of the stimulus increased in duration, the lag between the second peak relative to the first increased proportionally, resulting in a strong correlation between VOT and the latency between the successive peaks (r = 0.80). The onset of double peaks in cortical responses with a VOT of 40 ms is consistent with neurophysiologic responses measured directly from the auditory cortex of humans (Steinschneider et al., 1999). An important consideration is that the onset of the double peak occurred at 40 ms for both the /ba/-/pa/ and /ga/-/ka/ phonetic contrasts. In contrast, behavioral results require different VOTs to distinguish the /ba/-/pa/ and /ga/-/ka/ phonetic contrasts. Specifically, a VOT of ~40 ms was required for listeners to correctly identify /pa/ from /ba/, while a VOT of ~60 ms was required for correct identification of /ga/ from /ka/. Taken together, these data indicate that the cortical responses reflect the actual VOT at 40 ms irrespective of the categorical perception of the phonetic contrasts, which in the case of the /ga/-/ka/ contrast requires 60 ms.

Brainstem-Cortex Relationships

In addition to linking precise brainstem timing of acoustic transients to linguistic function, it has also been shown that abnormal encoding of acoustic transients in the brainstem is related to abnormal auditory responses measured at the level of cortex. In addition to their imprecise representation of sounds at the auditory brainstem, a significant proportion of LDs have also consistently demonstrated abnormal representations of simple (Menell et al., 1999; Ahissar et al., 2000) and complex (Kraus et al., 1996, Bradlow et al., 1999; Ahissar et al., 2001, Wible et al., 2002, 2005; Banai et al., 2005) acoustic stimuli at the level of the auditory cortex. Three recent studies linked abnormal neural synchrony for acoustic transients at the auditory brainstem to abnormal representations of sounds in the cortex. In one study (Wible et al., 2005), it was shown that a brainstem measure of the encoding of acoustic transients, the duration of time between onset peaks V and A, was positively correlated to the auditory cortex’s susceptibility to background noise in both normal and LD subjects. Specifically, the longer the duration between onset peaks V and A, the more degraded cortical responses became in the presence of background noise. In another study, it was shown that individuals with abnormal brainstem timing to acoustic transients were more likely to indicate reduced cortical sensitivity to acoustic change, as measured by the mismatch negativity (MMN) response...
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(Banai et al., 2005). Finally, a third study showed that brainstem timing for speech-sound onset and offset predicts the degree of cortical asymmetry for speech sounds measured across a group of children with a wide range of reading skills (Abrams et al., 2006). Thus, results from these studies indicate that abnormal encoding of acoustic onsets at the brainstem may be a critical marker for systemic auditory deficits manifested at multiple levels of the auditory system, including the cortex.

In summary, evidence from examining the ABR indicates that acoustic transients are encoded in a relatively simple fashion in the brainstem, yet they represent a complex phenomenon that is related to linguistic ability and cortical function. In the cortex, results indicate that spectral contrasts of speech onsets are mapped along the anterior-posterior axis in the auditory cortex, while temporal attributes of speech onsets, as manifested by the VOT, are precisely encoded with double-peaked N100 responses.

The Speech Envelope

Definition and Role in the Perception of Speech

The speech envelope refers to the temporal fluctuations in the speech signal between 2 and 50 Hz. The dominant frequency of the speech envelope is at ~4 Hz, which reflects the average syllabic rate of speech (Steeneken and Houtgast, 1980). Envelope frequencies in normal speech are generally below 8 Hz (Houtgast and Steeneken, 1985), and the perceptually essential frequencies of the speech envelope are between 4 and 16 Hz (Drullman et al., 1994; van der Horst et al., 1999), although frequencies above 16 Hz contribute slightly to speech recognition (Shannon et al., 1995). The speech envelope provides phonetic and prosodic cues to the duration of speech segments, manner of articulation, the presence (or absence) of voicing, syllabication, and stress (van der Horst et al., 1999). The perceptual significance of the speech envelope has been investigated using a number of methodologies (Drullman et al., 1994; Shannon et al., 1995; Smith et al., 2002b), and taken together, these data indicate that the speech envelope is both necessary and sufficient for normal speech recognition.

Physiologic Representation of the Speech Envelope in Auditory Cortex

Only a few studies have investigated how the human brain represents the slow temporal information of the speech envelope. It should be noted that the representation of the speech envelope in humans has only been studied at the level of the neurophysiologic results below ~100 Hz (Hall, 1992). Since speech envelope frequencies are between 2 and 50 Hz, any linear representation of the speech envelope in brainstem responses is removed with brainstem filtering.

In one MEG study, responses from the auditory cortex to natural and time-compressed (i.e., rapid) speech sentences were measured while subjects listened for semantic incongruities in experimental sentences (Ahissar et al., 2001). Results indicate that the human cortex synchronizes its response to the contours of the speech envelope, a phenomenon known as "phase-locking," and mimics the frequency content of the speech envelope, which the investigators called "frequency matching." Moreover, it was shown that these two neurophysiologic measures correlate with subjects' ability to perceive the speech sentences, as speech sentences become more difficult to perceive due to increased time compression, the ability of the cortex to phase-lock and frequency match is more impaired. These results are in concert with results from the animal literature, which show that cortical neurons of the primary auditory cortex represent the temporal envelope of complex acoustic stimuli (i.e., animal communication calls) by phase-locking to this temporal feature of the stimulus (Wang et al., 1995; Gehr et al., 2000; Nagarajan et al., 2002).

A second line of inquiry into the cortical representation of speech envelope cues was described previously in this chapter in the discussion of cortical responses to VOT (Sharma and Dorman, 1999, 2000; Sharma et al., 2000). Acoustically, VOT is a slow temporal cue in speech (40 to 60 ms; 17 to 25 Hz) that falls within the range of speech envelope frequencies. As discussed earlier, neurophysiologic results indicate that for both /ba/-/pa/ and /ga/-/ka/ phonetic contrasts, cortical N100 responses precisely represent the acoustic attributes of VOT. In addition, it was shown that neural responses are independent of the categorical perception of these phonetic contrasts (see the Acoustic Onsets section for a more detailed description of this study).

On the surface, it may appear that the findings from these experiments contradict one another since cortical phase-locking to the speech envelope correlates with perception in one study (Ahissar et al., 2001), while phase-locking fails to correlate with perception in other studies (Sharma and Dorman, 1999, 2000; Sharma et al., 2000). These data are not, however, in contradiction to one another. In both cases, an a priori requirement for perception is phase-locking to the speech envelope; there is no evidence for perception in the absence of accurate phase-locking to the temporal envelope in either study. The primary difference between the studies is that, despite phase-locking to the temporal envelope in the /ka/ stimulus condition at a VOT of ~40 ms, reliable perception of /ka/ occurs at approximately 60 ms. This suggests that accurate phase-locking is required for perception; however, perception cannot be predicted by phase-locking alone. Presumably, in the case of the /ka/ VOT stimulus, there is another processing stage that uses the phase-locked temporal information in conjunction with additional auditory-linguistic information (e.g., repeated exposure to /ka/ stimuli with 60-ms VOT) as a means of forming phonetic category boundaries. The questions of if and how category boundaries are established, irrespective of auditory phase-locking, require additional investigation.
CONCLUSION

Speech is a highly complex signal composed of a variety of acoustic features, all of which are important for normal speech perception. Normal perception of these acoustic features certainly relies on their neural encoding, which has been the subject of this review. An obvious conclusion from these studies is that the central auditory system is a remarkable machine, able to simultaneously process the multiple acoustic cues of ongoing speech in order to decode a linguistic message. Furthermore, how the human brain is innately and dynamically programmed to use any number of these acoustic cues for the purpose of language, given the appropriate degree and type of stimulus exposure, further underscores the magnificence of this system.

A limitation of this chapter is that it has adopted a largely “bottom-up” approach to the acoustic encoding of speech sounds; neural encoding of acoustic signals is generally discussed as an afferent phenomenon with minimal consideration for the dynamic interactions provided by top-down connections in the auditory system (Xiao and Suga, 2002; Perrot et al., 2006). A notable exception to this includes work by Krishnan et al. (2004), which was described in the section on frequency modulation, in which the role of language experience was shown to affect sensory encoding in the auditory brainstem. Another limitation to this chapter is that it has also ignored the influence of other systems of the central nervous system, such as cognitive and emotional effects on auditory processing of speech, which most certainly have a role in shaping auditory activity.

To garner a greater understanding of how the central auditory system processes speech, it is important to consider both subcortical and cortical auditory regions. Across the acoustic features described in this review, the brainstem appears to represent acoustic events in a relatively linear fashion. The fundamental frequency and its modulation are represented with highly synchronized activity as reflected by the FFR, speech sound onset is represented with highly predictable neural activation patterns that vary within fractions of milliseconds. Alternatively, the cortex appears to transform many of these acoustic cues, resulting in more complex representations of acoustic features of speech. For example, many of the cortical findings described here are based on the spatial representation of acoustic features (i.e., the relationship between F1-F2 required for voiced identification, the differentiation of speech transients, the encoding of periodicity). Because cortical neurons are not able to phase-lock to high-frequency events, it is tempting to propose that the cortex has found an alternative method for encoding these features based on the activity of spatially distributed neural populations. The extent to which these acoustic features are truly represented via a spatial organization in cortex is a future challenge that will likely be achieved using high-resolution imaging technologies in concert with EEG and MEG technologies.
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